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Problem set # 5

1. Find the autocorrelation function of the following processes.
(a) Xy = aX;_1 +¢& where |p| <1 and g, ~i.i.d. (0,02)
(b) Vi = &y + 01641 + b264—o where &; ~ i.i.d. (0,02)
(¢) Zi = pZi—1 + &1 + 0,1 where |p| < 1 and g; ~ i.i.d. (O, 03)

2. Suppose that we have the following regression model,;
Y = B1+ B Xy + B3Yio1 4+ ue
where X; is non-stochastic. Further, we have the following error structure;
Ut = PUr—1 + &t

where [p| < 1 and &; ~ i.i.d. (0,02) .
(a) Prove that

plimf3s # B
where 33 is the OLS estimator of (5.

(b) How can you obtain a consistent estimator for 5?

3. Consider estimation of 02 in the generalized linear regression model. There
is a fundamental ambiguity in regard to this parameter as it is merely a
scaling of E (e¢’) = 02Q. Since both components are unknown, o cannot
be estimable until some scaling of 2 is assumed to remove the indetermi-
nacy. The most convenient assumption is that

tr () =N

The classical regression model in which 2 = I is one such case, so this pro-
vides a useful benchmark. Now, consider the estimator s> = e’e/ (N — k),
where e is the vector of the OLS residuals.

(a) Prove that
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(b) Prove that if
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plimT = (@ where @ is positive definite
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plim = L where L is positive definite

then,
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(c) To consider the issue of consistency, prove that
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plims? = plim <m> E 512
i=1

Under what conditions is plims? = ¢2?

4. What are the cases in which the seemingly unrelated regression estima-
tor(SURE) is equivalent to the OLS estimator? Prove your claim.

5. a) Expand the rational lag model:

__ 0.642L
Yt = 1-06Lt0502%t T &t

What are the coefficients on z;_1,x;_2,7;_3 and x;_47
b) Suppose that the model in part a) were specified as
Y =+ %xt + &t

How can the parameters be estimated? Is OLS consistent?



